An analytical Jacobian approach to sparse reaction kinetics for computationally efficient combustion modelling with large reaction mechanisms
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Abstract

This study presents an analytical Jacobian formulation for detailed gas-phase reaction kinetics, suitable for accurate and computationally efficient combustion simulations using either skeletal or detailed reaction mechanisms. A general chemical kinetics initial value problem in constant volume environments is considered, where the gas-phase mixture thermodynamic properties are polynomial functions of temperature according to the JANAF standard. Three different reaction behaviours are accounted for, including modified Arrhenius kinetic law reactions, third-body collisions, and pressure dependent reactions in Lindemann’s or Troe’s kinetic law forms. The integration of the chemistry ODE system is carried out using a software package specifically developed in Fortran language, and the solution compared to a reference
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chemical kinetics library. Two analytical Jacobian formulations, an exact one and a sparser, approximate one are proposed, and compared to numerical Jacobians computed by finite differences internally generated by a variety of commonly used stiff ordinary differential equations (ODE) solvers. The results show significant reductions in total computational times for the chemistry ranging from factors of 2 to more than two orders of magnitude for 29 species, 56 reactions to 2878 species, 8555 reactions, respectively. Finally, the code has been coupled to an engine combustion simulation software, where at each timestep the chemistry ODE system is integrated in each cell of the computational grid, allowing 77% faster computations with a 160 species combustion mechanism.

**Introduction**

Recent developments in combustion research show that there is urgent need for incorporating detailed reaction mechanisms in multidimensional simulations.\(^1\) The development of comprehensive reaction mechanisms, consisting of thousands reactions and species, for the oxidation of a variety of fuels has been growing in the past two decades, and has allowed significant insight in many combustion phenomena to be achieved.\(^2,3\) As a matter of fact, most recently developed reaction mechanisms range from about 1000 to more than 3000 species, up to more than 10000 elementary reactions;\(^4-7\) the computational requirements of simulations involving such large mechanisms are huge even for simple batch reactor simulations, or one dimensional steady laminar flame calculations,\(^8\) thus making their adoption practically unviable – even on distributed computational clusters – for most practical combustion systems of industrial interest, whose computational domains typically require from a few thousands to several million cells.\(^1\) A paradigmatic example is that of internal combustion engine research, where since the early 2000’s the introduction of necessarily skeletal or reduced chemistry computations in engine computer modelling has nevertheless allowed the study and the development of new, kinetically- or reactivity-driven combustion concepts such as the homogeneous-charge compression ignition (HCCI) and reactivity-controlled compression ignition (RCCI).\(^9-12\)
For these reasons, a number of techniques have been developed in order to reduce the computational efforts needed by the integration of the chemistry system of ordinary differential equations (ODE). Among them, most approaches target the reaction mechanism, aiming at locally reducing its size, complexity or stiffness, while keeping the introduced error under control.\textsuperscript{13–19} The present work belongs instead to a smaller class of methods devoted to tailoring the problem formulation and the integration methodology to the solution of the reaction kinetics problem. When dealing with combustion computations, the solution of the stiff ODE system associated with chemical kinetics usually relies on robust solvers using backward differentiation formulae methods\textsuperscript{a} (BDF);\textsuperscript{20–25} those methods however pursue Newton iterations which require repeated Jacobian matrix evaluations. In order to cope with the increasing demand of this operation with the increase in mechanism size, some Jacobian approaches to chemical kinetics simulations have been developed, aiming at either approximating\textsuperscript{26,27} or preconditioning\textsuperscript{28–30} the ODE system’s Jacobian matrix. The system Jacobian matrix is usually approximated via finite differences, while the direct, analytical formulation is only common in kinetics problems which do not undergo strong temperature-kinetics coupling.\textsuperscript{31–33} For practical combustion simulations, instead, mechanism-specific routines can be built by adopting symbolic analysis tools for pre-processing,\textsuperscript{34–36} so that the computation is mechanism-specific, and does not allow insight to be gained for improving the overall computational efficiency. These methods typically do not allow the Jacobian matrix to be built adopting sparse matrix algebra,\textsuperscript{37,38} which can enable significant computational savings when coupled to sparse ODE solvers.\textsuperscript{39,40} Nevertheless, some strategies can be adopted, such as to reduce the number of calls to the ODE system function for evaluating the finite-difference Jacobian when a sparsity pattern is provided.\textsuperscript{41} The DAEPACK automatic differentiation library\textsuperscript{42,43} can provide a sparse representation of the Jacobian matrix using proprietary subroutines, as for example applied by Schwer et al.\textsuperscript{44} to combustion chemistry cases. The library generates routines for evaluating the Jacobian that assemble the single partial derivatives computations into a sparse

\textsuperscript{a}Backward differentiation formulae were first proposed by Curtiss and Hirschfelder\textsuperscript{20} up to orders 1 and 2, and by Gear\textsuperscript{21} up to order 6. The ‘stiff’ term referred to ordinary differential equations systems has in fact been introduced by Curtiss and Hirschfelder.\textsuperscript{20} The first BDF implementation, with variable order and step, is Gear’s well known DIFSUB routine (Gear,\textsuperscript{21} Section 9.3).
matrix representation. Such approaches however perform item-by-item operations to compute the partial derivatives, and cannot build the final sparse matrix by just exploiting essential sparse matrix-vector and matrix-matrix operations. Also, the forward mode of automatic differentiation procedure is acknowledged to compute the Jacobian in a non-minimum number of operations\textsuperscript{42} that can make the overall evaluation computationally expensive when dealing with large systems. Finally, explicit and matrix-free integration methods are recently gaining interest for their ability to pursue the integration of the stiff ODE system without requiring expensive solutions of linear systems of equations (see, for example, the works by Mosbach and Kraft\textsuperscript{45} and Lee and Gear\textsuperscript{46}). However, implicit methods provide better performance for the accuracy required for practical stiff combustion calculations.\textsuperscript{45} A sparse, universal analytical Jacobian evaluation thus appears to be suitable to address the following important issues arising when integrating chemical kinetics for practical combustion problems:

- Scaling of the computational demand for the system’s Jacobian matrix of arbitrary homogeneous gas-phase reactors (of the order of $n_s^2$ when evaluated through finite differences, $n_s$ being the number of gas-phase species);

- Dense matrix storage requirements (also of the order of $n_s^2$);

- Scaling of the computational costs for matrix factorization (of the order of $n_s^3$ if dense matrix algebra is employed);

- Exploitation of mechanism sparsity, which is significant even for small ($n_s < 50$) reaction mechanisms.

We thus focus on the development of an exact, analytical Jacobian formulation for arbitrary detailed chemical kinetics initial value problems, considering different reaction behaviours, and including accurate prediction of gas-phase mixture thermodynamic properties according to the JANAF 7-coefficient polynomial standard.\textsuperscript{47} The aim is to reduce the cost of simulations with arbitrary reaction mechanisms, and to achieve an efficient scaling of the computational demand with
increasing number of species and reactions. We show that the proposed approach is able to speed up reference calculations from about two times for small, almost dense reaction mechanisms, and up to more than two orders of magnitude for large comprehensive mechanisms.

This paper is organised as follows. In the first paragraph the approach adopted for the evaluation of chemical kinetics in constant-volume adiabatic environments is presented. Then, in the second section the entries of the whole ODE system’s sparse Jacobian matrix are derived, in both a complete, exact formulation and under an approximating assumption which enhances the matrix sparsity. Finally, a fast polynomial approach to the evaluation of the complex temperature-dependent functions is presented in the last section.

The validation and the analysis of the proposed analytical Jacobian approach in terms of computational efficiency is presented in the Results section, where an extensive validation testbench has been set up considering three reaction mechanisms of different sizes, ranging from 29 species and 52 reactions to 2878 species and 8555 reactions. 18 reactor configurations are considered for each combustion mechanism, spanning broad ranges of initial reactor pressure, temperature and mixture composition, in order to maximise the variety of stiffness conditions that may occur during the integration of the chemistry ODE system, together with five well established stiff ODE solvers. Finally, the results of the code’s performance when coupled to a widely adopted computational fluid dynamics (CFD) code for internal combustion engine simulations are presented. The Appendices report essential details of the approach, including the partial derivatives, and full initialisation details for the test cases.

**Description of the chemical kinetics problem**

In the present study the chemical kinetics of reactive gaseous mixtures are evaluated using a modular code written in Fortran, which is used both for computing gaseous mixture thermodynamics and finite reaction kinetics. The initial value problem considers time evolution of an adia-
batic, constant-volume, homogeneous gas-phase chemically reacting environment, whose solution is given throughout the integration of a system of ordinary differential equations. The independent variables are the species mass fractions, and the average system temperature.\textsuperscript{49}

**Mass conservation**

The reaction mechanism is represented by a set of $n_r$ reactions involving a total number $n_s$ of chemical species. Each $k$-th reaction is expressed as:

\[
\sum_{i=1}^{n_s} v'_{k,i} M_i = \sum_{i=1}^{n_s} v''_{k,i} M_i, \quad k = 1, \cdots, n_r,
\]  
(1)

where the stoichiometric coefficients are stored as sparse matrices $v'$ and $v''$ of $n_r$ rows and $n_s$ columns, and $M$ identifies the names of the chemical species in the mechanism. This general reaction kinetics framework leads to a set of $n_s$ ODEs expressing mass conservation for the system:

\[
\frac{dY_i}{dt} = \frac{W_i}{\rho} \sum_{k=1}^{n_r} (v''_{k,i} - v'_{k,i}) q_k(Y, T), \quad i = 1, \cdots, n_s,
\]  
(2)

where $W_i$ is the species molecular weight and $\rho > 0$ the average system density. The reaction rates of progress variables, $q_k$, are generally dependent on temperature $T$ and on the species mass fractions of the involved species. Their behaviour can indeed have different forms depending on their specific interactions. Four different reaction formulations have been considered, for which specific analytical derivatives have then been obtained. Below, we give full details about these formulations, as they are needed in the following for building the analytical Jacobian matrix. First of all, simple reactions follow the plain law of mass action:

\[
q_k(Y, T) = \kappa_{f,k} \prod_{i=1}^{n_s} \left( \frac{\rho Y_i}{W_i} \right)^{v'_{k,i}} - \kappa_{b,k} \prod_{i=1}^{n_s} \left( \frac{\rho Y_i}{W_i} \right)^{v''_{k,i}}
\]  
(3)

\[
= q_{f,k}(Y, T) - q_{b,k}(Y, T),
\]
where the forward and backward reaction rate constants are temperature-dependent, and follow the modified Arrhenius kinetic law:

\[ \kappa_{f,k}(T) = A_k T^{b_k} \exp\left( -\frac{E_k}{RT} \right). \]  

(4)

Backward reaction rates, in particular, can be expressed similarly to forward reaction rates, but are usually derived from the equilibrium constant:

\[ \kappa_{b,k}(T) = \frac{\kappa_{f,k}(T)}{K_{eq,k}(T)}, \]  

(5)

\[ K_{eq,k}(T) = \exp\left( -\Delta g^0_k \right) \left( \frac{P_{atm}}{RT} \right) \sum_{i=1}^{n_s} \left( \nu''_{k,i} - \nu'_{k,i} \right), \]

where \( \Delta g^0_k = \sum_{i=1}^{n_s} \left( \nu''_{k,i} - \nu'_{k,i} \right) g_i^0 \) is the reaction’s change in non-dimensional Gibbs free energy, \( g_i^0 = H_i^0/(RT) - S_i^0/R \), between reactants and products. In case a non-reversible reaction occurs, simply \( \kappa_{b,k} = 0 \).

In third-body reactions (TB), the presence in the mixture of other molecules than those participating in the reaction itself enhances the reaction speed proportionally to an ‘effective’ concentration, or molecularity, \( M_{eff} \):

\[ q_k^{TB}(Y, T) = M_{eff,k}(Y, T) q_k(Y, T), \]  

(6)

\[ M_{eff,k}(Y, T) = \sum_{i=1}^{n_s} \left( \alpha_{i,k} \frac{Y_i}{W_i} \right) = C_{tot} - \sum_{i=1}^{n_s} \left( \beta_{i,k} \frac{Y_i}{W_i} \right), \]

where in the simplest case each species equally participates to the reaction improvement (i.e. \( \alpha_{i,j} = 1 \) or \( \beta_{i,j} = 1 - \alpha_{i,j} = 0 \), but enhanced reaction molecularity coefficients can be defined for some species.

The effective molecularity value is a parameter also in pressure-dependent reactions, where a simple reaction rate, as from Eq. 4, does not suit the reaction behaviour at different pressure values. In this case, two modified Arrhenius formulations describe the high- and low-pressure limits for the forward reaction rates, namely \( \kappa_{f,0} \) and \( \kappa_{f,\infty} \). The effective reaction rate at a defined pressure
value is hence determined by a weighting factor to the high-pressure limit rate:

\[ \kappa_{f,k}^{PD} = \kappa_{f,k,\infty} F_k^{PD}. \]  

(7)

In simple pressure-dependent reactions, which follow Lindemann’s kinetic law form \((PD, Lind)\), the weighting factor for pressure dependence is a function of the reduced pressure value, \( Pr = \kappa_{f,0} M_{eff} / \kappa_{f,\infty} \) which defines the actual reaction rate by averaging between the two limits. In Troe’s kinetic law formulation \((PD, Troe)\), instead, a more complex pressure factor multiplies \( \kappa_{f,\infty} \), whose detailed description and derivation is given in the Appendix.

\[ F_{k}^{PD,Lind} = Pr_k / (1 + Pr_k) = P_{cor,k}, \]  

(8)

\[ F_{k}^{PD,Troe} = Pr_k / (1 + Pr_k) \cdot 10^{log F_{k,Troe}} = P_{cor,k} \cdot 10^{log F_{k,Troe}}. \]

Due to the thermodynamic constraints between forward and backward reaction rates, the overall rate of progress variable for pressure dependent reactions can hence be written as:

\[ q_k^{PD}(Y, T) = F_k^{PD}(Y, T) q_k(Y, T), \]  

(9)

where the regular expression \( q_k \) is computed using the high-pressure limit rate \( \kappa_{f,k,\infty} \) in Equation 3.

**Closure equation**

The initial value problem (IVP) for the chemically reacting environment needs closure through the energy conservation equation. In this work, the perfectly adiabatic constant-volume reactor is considered, as this condition is the one usually occurring when incorporating the solution of detailed chemistry into multidimensional CFD codes, where the species and internal energy source terms for each cell are computed as part of a subcycling strategy for the whole code. In particular, the internal energy source term gives a change in the average reactor temperature:
\[
\frac{dT}{dt}(Y, T) = -\frac{1}{\bar{c}_v(Y, T)} \sum_{i=1}^{n_s} \left( U_i(T) \frac{dY_i}{dt}(Y, T) \right),
\]

(10)

where \( \bar{c}_v = \sum_{i=1}^{n_s} \frac{Y_i C_{v,i}}{W_i} \) is the mass average mixture specific heat at constant volume, and \( U_i \) the molar internal energy values of the species\(^b\).

Equations 2 and 10 thus constitute the autonomous IVP in \( n_{eq} = n_s + 1 \) problem unknowns, represented by the array \( y = [T, Y_1, \cdots, Y_{n_s}]^T \):

\[
y' = f(y) = \begin{bmatrix}
\frac{dT}{dt} \\
\frac{dY_1}{dt} \\
\cdots \\
\frac{dY_{n_s}}{dt}
\end{bmatrix}, \quad y(t=0) = y_0.
\]

(11)

**Jacobian formulation**

The Jacobian matrix \( J = \partial f_i / \partial y_j \) has a sparse bordered structure as highlighted in Figure 1: the first element – i.e. the entry in position (1,1) –, the rest of the first row and of the first column are dense, and contain the derivatives of the temperature and species mass fraction rates of change with respect to temperature, and the derivatives of the temperature rate of change with respect to species mass fractions, respectively. The remaining square part of the Jacobian matrix is instead sparse, and contains the derivatives of the species mass fraction time derivatives with respect to the species mass fractions. As a matter of fact, the sparsity in the Jacobian formulation descends from the sparsity of matrices \( \nu' \) and \( \nu'' \), where, considering elementary reactions, usually not more than three different reactants and three different products coexist.

\(^b\)Thermodynamic properties: we use lower-case characters for mass specific quantities, and uppercase characters for molar quantities. Bar expresses mixture average properties, bold indicates column vector or 2-d matrix.
Derivatives with respect to species mass fractions

As far as the derivatives of mass fraction changes of species $i = 1, \cdots, n_s$ with respect to the mass fractions themselves ($j = 1, \cdots, n_s$) are concerned, the rate formulation in Eq. 2, yields, for each species:

$$J_{i+1,j+1} = \frac{\partial}{\partial Y_j} \frac{dY_i}{dt} = \frac{W_i}{\rho} \sum_{k=1}^{n_s} \left( v_{k,i} \frac{\partial q_k}{\partial Y_j} \right),$$

(12)

where $v_{k,i} = v_{k,i}' - v_{k,i}'$, and the reactor density $\rho$ is constant due to the constant-volume assumption, and each of the reactions in the mechanism verifies atom conservation for all the elements in the reaction.

![Figure 1: Structure of the Jacobian matrix for the chemical kinetics ODE system: 1. derivatives of species mass fraction change rates with respect to species; 2. derivatives of temperature change with respect to species; 3. derivatives of species mass fraction changes with respect to temperature; 4. temperature change derivative with respect to temperature.](image)

With the modified Arrhenius kinetic law, the partial derivative of the rate of reaction progress variable $q_k$ with respect to species $Y_j$ can be expressed as a function of the same terms which define the rate of progress variable itself. Furthermore, if the species mass fractions are considered to be always greater than zero, the derivative formulation is unique, for all the species mass fraction power factors. From Eq. 3,
\[ \frac{\partial q_k}{\partial Y_j} = \frac{1}{Y_j} \left[ v'_{k,j} \kappa_{f,k} \prod_{r=1}^{n_s} \left( \frac{\rho Y_r}{W_r} \right)^{v'_{r,k} - v''_{k,j}} \kappa_{b,k} \prod_{s=1}^{n_s} \left( \frac{\rho Y_s}{W_s} \right)^{v''_{s,k}} \right] \]

(13)

\[ \frac{\partial q_k}{\partial Y_j} = \frac{1}{Y_j} \left[ v'_{k,j} q_{f,k} - v''_{k,j} q_{b,k} \right], \forall Y_j > 0, j = 1, \ldots, n_s \]

and thus only the terms where either \( v'_{k,j} \neq 0 \) or \( v''_{k,j} \neq 0 \) exist. This formulation is complete for modified Arrhenius kinetic law reactions only, but is computed for all the reactions in the mechanism, since more complex formulations can be written as developments of this simple form.

In particular, for more complex reaction behaviours such as third-body reactions, the expression of the effective molecularity is common to all of them. From Equation 6,

\[ \frac{\partial q_k^{TB}}{\partial Y_j} = \frac{\partial M_{eff,k}}{\partial Y_j} q_k + M_{eff,k} \frac{\partial q_k}{\partial Y_j}. \]

(14)

In order to cope with the effects of the derivative of the effective molecularity term, which linearly depends on each species mass fraction, thus leading to dense lines in the Jacobian matrix for each species participating in third-body reactions, an alternative formulation has been tested, and its form is discussed in detail in the next section.

Pressure dependent reactions behave similarly to third-body reactions, but the multiplying factor to the baseline rate of progress variable is now a function of effective molecularity and of both high- and low-pressure limit rate formulations. From Equation 9:

\[ \frac{\partial q_k^{PD}}{\partial Y_j} = \frac{\partial F_k^{PD}}{\partial Y_j} q_k + F_k^{PD} \frac{\partial q_k}{\partial Y_j}. \]

(15)
Reactions which follow Lindemann’s kinetic law have:

\[
\frac{\partial F_{PD,Lind}^{k}}{\partial Y_{j}} = \frac{\partial P_{cor,k}}{\partial Y_{j}} = \frac{\partial M_{eff,k}}{\partial Y_{j}} \left( \kappa_{f,k,0} \kappa_{f,k,\infty} \right)^{2},
\]

while reactions under Troe’s kinetic law form have:

\[
\frac{\partial F_{PD,Troe}^{k}}{\partial Y_{j}} = 10^{\log F_{k}^{Troe}} \left[ \frac{\partial P_{cor,k}}{\partial Y_{j}} + \log \left( 10 \right) P_{cor,k} \frac{\partial \log F_{k}^{Troe}}{\partial \log P_{r,k}} \right].
\]

The dependence of the base-10 logarithm of Troe’s centering factor with respect to the logarithm of the reduced pressure value is extensive, and is discussed in the Appendix.

The computation of the sparse central part of the Jacobian matrix (zone 1, Figure 1), also gives the bricks for building the Jacobian’s upper border, i.e., the derivatives of temperature variation with respect to species mass fractions. From Eq. 10, the components of block \( J_\odot \) are:

\[
J_{1,j+1} = \frac{\partial}{\partial Y_{j}} \left( \frac{dT}{dt} \right) = -\frac{1}{\bar{c}_{v}} \left[ c_{v,j} \frac{dT}{dt} + \sum_{i=1}^{n_{s}} U_{j,i} \frac{\partial}{\partial Y_{j}} \left( \frac{dY_{i}}{dt} \right) \right],
\]

it can be noted that the column vector containing all of the derivatives of temperature change with respect to species can be evaluated as the product

\[
J_{\odot}^{T} = \left( \frac{\partial}{\partial Y_{1}} \left( \frac{dT}{dt} \right), \ldots, \frac{\partial}{\partial Y_{n_{s}}} \left( \frac{dT}{dt} \right) \right)^{T} = \frac{\partial}{\partial Y} \left( \frac{dT}{dt} \right) = -\frac{1}{\bar{c}_{v}} \left( c_{v} \frac{dT}{dt} + J_{\odot}^{T} u \right),
\]

where lower-case \( c_{v,j} \) and \( u_{j} \) indicate specific quantities in mass units, and the square block \( J_{\odot} \) is usually very sparse.
Derivatives with respect to temperature

In order to build the first column of the Jacobian matrix, derivatives of the species thermodynamic properties need to be evaluated. In the present approach, the 7-coefficient JANAF standard approach\(^4\) is considered. The detailed polynomial expressions of the derivatives involving the species constant-volume molar specific heat, \(\partial C_{v,j}/\partial T\), Gibbs free energy \(\partial g^0_j/\partial T\) are reported in the Appendices. Two sets of polynomial coefficients are usually provided for each species, for better fitting of the low- and of the high-temperature ranges. The behaviour of the resulting functions is however of class \(C^2\) in the whole temperature domain, including the switching temperature value. Hence, it is guaranteed that the analytically differentiated functions can apply the same sets of coefficients as the parent functions, and over the same temperature validity ranges.

Concerning the derivatives of species mass fraction rates with respect to temperature, they descend from the temperature derivatives of the reaction rates of the progress variable they are involved in:

\[
J_{j+1,1} = \frac{\partial}{\partial T} \left( \frac{dY_j}{dt} \right) = \frac{W_j}{\rho} \sum_{k=1}^{n_r} \nu_{k,j} \frac{\partial q_k}{\partial T},
\]  

(20)

where, again, the reaction-dependent derivatives \(\partial q_k/\partial T\) have a base expression for the modified Arrhenius kinetic law reactions, which can be evolved to consider third-body and pressure-dependent reaction behaviours. The modified Arrhenius formulation considers reaction rates in the form of Eq. 4, thus

\[
\frac{\partial \kappa_{f,k}}{\partial T} = \frac{\kappa_{f,k}}{T} \left( b_k + \frac{E_k}{RT} \right).
\]  

(21)

Backward reaction rates derivatives follow the same formulation if they are explicitly expressed in modified Arrhenius form, while, in the case where they are computed from the equilibrium constant,

\[
\frac{\partial \kappa_{b,k}}{\partial T} = \frac{1}{K_{c_{eq,k}}} \left( \frac{\partial \kappa_{f,k}}{\partial T} - \frac{1}{K_{c_{eq,k}}} \frac{\partial K_{c_{eq,k}}}{\partial T} \kappa_{f,k} \right),
\]  

(22)
where the derivative of the equilibrium constant of reaction $k$ in concentration units only depends on temperature:

$$
\frac{\partial K_{eq,k}}{\partial T} = -K_{eq,k} \left[ \sum_{j=1}^{n_s} \left( \nu''_{k,j} - \nu'_{k,j} \right) \frac{T}{\Delta g^0_k} + \frac{\partial \left( \Delta g^0_k \right)}{\partial T} \right].
$$

(23)

As forward and backward reaction rates are the only temperature-dependent parameters in the rate of progress variable formulation, for constant-volume reactors where the average mixture density is constant, the rate of progress variable derivative yields:

$$
\frac{\partial q_k}{\partial T} = \frac{\partial \kappa_{f,k}}{\partial T} \prod_{r=1}^{n_s} \left( \frac{\rho Y_r}{W_r} \right)^{\nu'_{k,r}} - \frac{\partial \kappa_{b,k}}{\partial T} \prod_{s=1}^{n_s} \left( \frac{\rho Y_s}{W_s} \right)^{\nu''_{k,s}}.
$$

(24)

If a third-body reaction is considered, the rate of progress variable is obtained simply multiplying its baseline formulation by an effective molecularity value, thus

$$
\frac{\partial q_{TB}^k}{\partial T} = \frac{\partial q_k}{\partial T} M_{eff,k},
$$

(25)

as in constant-volume problems the effective molecularity value of Eq. 6 does not show any dependence on temperature. This is not true in presence of pressure-dependent reactions, where the enhancement factor which multiplies the ‘standard’ rate of progress variable formulation is a function of the average pressure value, and is thus tightly bound to temperature:

$$
\frac{\partial q_{PD}^k}{\partial T} = q_k \frac{\partial F^{PD}_k}{\partial T} + F^{PD}_k \frac{\partial q_k}{\partial T};
$$

$$
\frac{\partial F^{PD,Lind}_k}{\partial T} = \frac{M_{eff,k}}{\left( \kappa_{f,k,\infty} + \kappa_{f,k,0} M_{eff,k} \right)^2} \left( \kappa_{f,k,\infty} \frac{\partial \kappa_{f,k,0}}{\partial T} - \kappa_{f,k,0} \frac{\partial \kappa_{f,k,\infty}}{\partial T} \right);
$$

$$
\frac{\partial F^{PD,Troe}_k}{\partial T} = 10 \log_{10} \left( \frac{\partial F^{PD,Lind}_k}{\partial T} \right) + \log(10) \frac{\partial \log F^{Troe}_k}{\partial T}.
$$

(26)

Once the species derivatives with respect to temperature have been assembled considering the
proper reactions contributions, the first item in the Jacobian matrix can be computed, yielding the 

derivative of the average mixture temperature change rate with respect to the system temperature 
itself:

\[
\frac{\partial}{\partial T} \left( \frac{dT}{dt} \right) = -\frac{1}{c_v} \left\{ \frac{dT}{dt} \frac{\partial c_v}{\partial T} + \sum_{i=1}^{n_s} \left[ \frac{1}{W_i} \left( C_{v,i} \frac{dY_i}{dt} + U_i J_i,1,1 \right) \right] \right\}. 
\] (27)

**Jacobian sparsity pattern**

As previously mentioned, the standard expression of the effective molecularity for third-body and 

pressure dependent reactions involves all the species in the mechanism, and the molecularity coef-

ficients \( \alpha_{j,k} \) of Eq. 6 are normally unity, except in the case where the molecular structure of some 

species can improve the efficiency of inter-molecular collisions in the reactions more than the oth-

ers. Since the presence of enhanced third-body molecularity coefficients is usually limited to a 

restricted number of species - not more than five or six species per third-body reaction -, Schwer et 

al.\textsuperscript{44} proposed a more efficient storage of the molecularity coefficient: \( \beta_{j,k} = 1 - \alpha_{j,k} \). In this case, 

only the non-zero entries of \( \beta_{j,k} \), corresponding to the species which show an enhancing behaviour 

towards modifying the average collision frequency need to be stored and used for computing the 

effective molecularity value:

\[
M_{\text{eff},k} = C_{\text{tot}} - \sum_{i=1}^{n_s} \beta_{i,k} \left( \frac{\rho Y_i}{W_i} \right) = \rho \sum_{i=1}^{n_s} \frac{Y_i}{W_i} - \sum_{i=1}^{n_s} \beta_{i,k} \left( \frac{\rho Y_i}{W_i} \right) 
\] (28)

As Equation 28 shows, the derivatives of the effective reaction molecularity \( M_{\text{eff},k} \) with respect 

to each of the species mass fractions are always non-zero in constant-volume environments, where 

the total mixture concentration \( C_{\text{tot}} \), in mole units, is not conserved during the time evolution of 

the adiabatic reactor:

\[
\frac{\partial C_{\text{tot}}}{\partial Y_j} = \frac{\rho}{W_j} = \frac{1}{RT} \frac{\partial p}{\partial Y_j}. 
\] (29)

Since this condition would not be present in adiabatic constant pressure environments, where
the average mixture concentration in mole units is constant, we have introduced the approximate, yet sparser Jacobian formulation, which assumes that $\partial C_{\text{tot}} / \partial Y_j \approx 0, \forall j = 1, \cdots, n_s$. This formulation does not affect the ODE system evaluation, but only the Jacobian estimation. The rows related to the species which take part into third-body reactions are almost completely cleared, and only the columns containing derivatives with respect to species with enhanced molecularity coefficients remain non-zero. The main aim of this approximate approach is to maximize the computational efficiency of the analytical Jacobian computation, through setting up a much sparser matrix layout. The error introduced by the approximation is expected not to affect too much the integration results when using common stiff ODE solvers, which usually perform simplified Newton iterations through computing the Jacobian only once and then using the saved version at each Newton step (see the VODE integrator,\textsuperscript{22} for example).

In Table 1, the features of three widely used reaction mechanisms, related to the oxidation of n-heptane and methyl-decanoate, common surrogate species which well suit the ignition characteristics of diesel and biodiesel fuels, are presented. The mechanism dimensions range from 29 species to 2878 species, the first one well representing a class of skeletal mechanisms commonly adopted in multidimensional CFD codes; the latter being among the widest detailed mechanisms available in the literature involving fuel compounds.\textsuperscript{1} A graphical representation of the Jacobian matrix sparsity in the three cases, comparing the complete and the sparser approximate formulations, is shown in Figure 2. Note that the sparsity increases fast for the semi-detailed n-heptane mechanism, where even using the ‘complete’ third-body formulation, the matrix sparsity reaches 72%. Extreme matrix sparsity is observed in the largest mechanism, where only 0.6% of the elements is non-zero in the sparse third-body formulation. Figure 3 shows the relationship between matrix sparsity and mechanism dimension, where a quasi-logarithmical sparsity trend is observed for the Jacobian using the complete third-body formulation, while a lower sparsity increase rate characterizes the sparse formulation, where the number of third-body reactions in the mechanism also becomes an important factor affecting Jacobian sparsity.
Table 1: Jacobian sparsity features for the constant-volume reactor IVP using the three reaction mechanisms considered, according to the complete and sparse third-body formulations

<table>
<thead>
<tr>
<th>mechanism</th>
<th>ref.</th>
<th>(n_s)</th>
<th>(n_r)</th>
<th>complete form</th>
<th>sparse form</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>blacks</td>
<td>sparsity</td>
<td>blacks</td>
<td>sparsity</td>
</tr>
<tr>
<td>ERC n-heptane</td>
<td>30</td>
<td>29</td>
<td>52</td>
<td>487</td>
<td>412</td>
</tr>
<tr>
<td>LLNL n-heptane</td>
<td>51</td>
<td>160</td>
<td>1540</td>
<td>7361</td>
<td>3570</td>
</tr>
<tr>
<td>LLNL MD</td>
<td>4</td>
<td>2878</td>
<td>8555</td>
<td>166703</td>
<td>50374</td>
</tr>
</tbody>
</table>

The ratio between the number of non-zero elements in the Jacobian matrix according to the two different third-body formulations, also plotted in Figure 3, shows an interesting log-like behaviour among the mechanisms considered, suggesting that the relative impact of the third-body treatment on Jacobian computation and usage increases logarithmically with the number of species (i.e., the Jacobian matrix rank).

**Tabulation of temperature-dependent properties**

Most temperature-dependent functions, such as species’ thermodynamic properties and their derivatives, reaction rates, equilibrium concentrations and falloff parameters, require demanding analytical evaluations such as multiple exponential functions and real number powers; we have introduced an approximate, tabulated approach for them. As a matter of fact, modern compilers’ optimization features can make intrinsic evaluation of complex functions such as the exponential operator computationally competitive in comparison with faster, yet much more approximate, techniques, but not with tabulated data, which retrieval is still always much more efficient.

Tabulation for species- and reaction-related arrays requires significant memory space, of the order \(O(n_s n_{tab})\) or \(O(n_r n_{tab})\), respectively, where \(n_{tab}\) is the number of tabulated temperature points. In particular, a fixed \(\Delta T\) table span step width has been chosen, and three different interpolation methods have been considered. When simple, linear interpolation is adopted, the retrieval of tabulated values at the two nearest temperature neighbours is needed, plus a total of four algebraic operations (2 sums, 2 multiplications); referring to a generic function \(y = y(x)\), as represented in Figure 4:
Figure 2: Jacobian matrix sparsity patterns for the three reaction mechanisms considered: ERC n-heptane (top, 29 species), LLNL n-heptane (center, 160 species), LLNL MD (bottom, 2878 species). Complete (left) and sparse (right) third-body formulation.
Figure 3: Comparison between complete and approximate Jacobian formulations, for the three mechanisms considered. Left: ratio between non-zero elements in the complete and in the sparser formulation. Right: Jacobian matrix sparsity, percentage of zero elements.

\[ f = \frac{x - x_0}{x_1 - x_0}, \]  \tag{30} \\
\[ y = fy_1 + (1 - f)y_0; \]

parabolic interpolation requires instead three tabulated value retrievals, plus eleven algebraic operations (5 sums, 6 multiplications):

\[ y = \frac{1}{2} (f^2 - f)y_{-1} + (1 - f^2)y_0 + \frac{1}{2} (f^2 + f)y_1. \]  \tag{31} 

In case the more accurate, yet more computationally demanding degree 4 polynomial interpolation is adopted, 5 points are needed to estimate the function value at point \( x = f \), and 32 operations (12 sums, 20 multiplications):
\[
y = y_{-2} \cdot \frac{f}{12} (f^2 - 1) \left( \frac{f}{2} - 1 \right) \\
+ y_{-1} \cdot \frac{f}{3} (f - 1) \left( 2 - \frac{f^2}{2} \right) \\
+ y_0 \cdot \left( \frac{f^2}{4} - 1 \right) (f^2 - 1) \\
+ y_1 \cdot \frac{f}{3} (f + 1) \left( 2 - \frac{f^2}{2} \right) \\
+ y_2 \cdot \frac{f}{12} (f^2 - 1) \left( \frac{f}{2} + 1 \right).
\]

Figure 5 shows the interpolation error of three relevant thermodynamic functions for the carbon dioxide species in the reaction of carbon monoxide with hydroxyl radical: species internal energy, reaction equilibrium constant and forward reaction rate. The plots concerning each of the interpolated methods are for data tabulation at fixed $\Delta T = 10K$, and plot the maximum interpolation errors occurring at maximum distance between tabulation points. It can be observed that, whilst linear and parabolic interpolation techniques yield standard relative accuracies, with relative errors being significantly higher than the double precision machine accuracy, the degree-4 interpolation is much more accurate, shrinking errors up to the order of machine precision. Also, even a wide $\Delta T = 10K$ fixed sampling interval step is shown to be highly accurate, yielding relative errors always lower than $10^{-10}$ for the forward reaction rate constants, which values span more than three orders of magnitude in the evaluated temperature range. Considering that a full constant-volume reactor simulation with analytical Jacobian computation includes 3 species-related and 7 reaction-related temperature dependent quantities, which can be tabulated for computational efficiency, a total storage requirement of the order $O((3n_s + 7n_r)n_{tab})$ needs to be provided whatever the interpolation method.

As represented in Figure 6, all of the interpolation methods provide an almost one-order-of-magnitude wide computational time saving with respect to the exact, analytical computation of
the three tested temperature-dependent quantities. For this reason, the most accurate, degree 4 interpolation method has been chosen, with almost the same computational needs as the other interpolation methods, and with the same storage requirements. A $\Delta T = 10K$ tabulation step, in the overall temperature interval $[500, 3500]K$ has been chosen to provide better tradeoff between interpolation error and memory storage requirements for all the variables to be tabulated. The high accuracy degree of the 4th-order polynomial interpolation method also suggests that more accurate interpolation techniques, which also require an evaluation of the function derivative in the tabulation points, are less suitable as they would need twice the memory storage requirements than standard polynomial interpolation.

![Interpolation graphs](image)

Figure 4: Interpolation of tabulated data with constant sampling step: (in clockwise order) linear interpolation, parabolic interpolation, degree 4 interpolation.
Figure 5: Left: interpolation errors of relevant temperature-dependent properties, namely internal energy $U [J/K/mol]$ of carbon dioxide, forward reaction rate constant and equilibrium constant in concentration units for the reaction $CO + OH \leftrightarrow CO_2 + H$. Dotted lines: linear interpolation; dashed lines: parabolic interpolation; solid lines: degree-4 interpolation. Right: impact of tabulation step width onto reaction rate constant degree-4-interpolated evaluation error.

Figure 6: Computation time for evaluating some thermodynamic properties of $n_s = 29$ species, $n_r = 52$ reactions. Exact analytical computation vs. tabulated data interpolation (linear, parabolic, degree 4).
Results

Simulation setup

The analytical Jacobian formulation for the constant-volume problem has been implemented into a software package for chemical kinetics computations, whose further details and validation have already been published. In particular, in order to test the accuracy and the computational efficiency of the proposed approach, the three benchmark mechanisms of Table 1 have been adopted. The first one by Patel et al. is a skeletal mechanism for n-heptane ignition consisting of 29 species and 52 reactions, used in internal combustion engine CFD simulations (e.g., Li and Kong and Park and Reitz), and is representative of small mechanisms, for which the Jacobian matrix is scarcely sparse, and where the finite difference Jacobian approximation pursued by most ODE solvers is already a fairly efficient approach. The second mechanism is a mid-size mechanism consisting of 160 species and 1540 reactions, which provides a realistic degree of detail of n-heptane chemistry. Due to its size, this mechanism has been adopted in simplified, multi-zone or two-dimensional simulations of kinetically-driven HCCI combustion (Guo et al., Hoffman and Abraham), but needs to be reduced for practical internal combustion engine multidimensional simulations with tens to hundreds of thousands of cells. The last, full methyl-decanoate reaction mechanism by Herbinet et al. consists of 2878 species and 8555 reactions, and represents a state-of-the-art mechanism suitable for autoignition and flame simulations.

In order to provide a common simulation landscape for each of the mechanisms, 18 initial value problems are simulated for each of them, corresponding to a matrix of cases involving two initial reactor pressure values ($p_0 \in \{2.0; 20.0\}$ bar), three temperature values ($T_0 \in \{750; 1000; 1500\}$ K), and three initial lambda values of the air-fuel mixture ($\lambda \in \{0.5; 1.0; 2.0\}$). Each ignition case is finally integrated for a time interval corresponding to about 1.5 times the mixture autoignition time. Full details of the initialization matrix, including the species mass fractions, are given in the Simulation Details Appendix. Each IVP integration interval has been subdivided into 100
partial steps in order to provide detailed time output in terms of reactor temperature and species concentrations. This also simulates the integration conditions of the chemistry ODE system when coupled to multidimensional CFD codes, where the species and internal energy source terms of each cell are evaluated as part of an operator-splitting method, and thus the ODE solver is bound to a usually small, fixed integration interval, of the order of $10^{-7}$ to $10^{-6}$ seconds.

**ODE solver performance**

The validation of the proposed formulation has been carried out by testing its performance when integrated through five different ODE solver packages tailored for stiff ODE systems, and compared to a reference solution provided by the CHEMKIN-II package, and integrated using VODE. This choice has been made since CHEMKIN-II is a widely used open-source general purpose code that has been applied to a variety of combustion chemistry simulations, including being integrated in engine simulation codes, and thus it provides a suitable solution against which to compare other codes. Access to the source code in CHEMKIN-II also makes it possible to directly compare its performance by having control on the ODE solver integration parameters, the initialization overhead and the solution output.

Relative and absolute integration error tolerances have been set at $RTOL = 10^{-4}$, $ATOL = 10^{-13}$, equal for each integrated variable. As for the solver choice, the two LSODE solvers, in full and sparse (LSODES) version, Hairer and Wanner’s implicit Runge-Kutta solver of order 5 RADAU5, the well known variable-coefficient VODE solver, and the DASPK integrator for large systems of differential-algebraic equations, have been chosen. As far as DASPK is concerned, the system of ODEs has been written in differential-algebraic residual form: $G(t,y,\dot{y}) = \dot{y} - f(t,y) = 0$. This solver’s option to solve the linear system using the GMRES algorithm was not used, as it requires the choice of a suitable preconditioner, that would make the integration not comparable to the other solvers, which use direct solution by matrix decomposition.

The 18 IVP cases were run for each solver and combustion mechanism on an Intel core i7 920
-powered machine, with 8GB RAM memory, yielding a matrix of 270 cases to be compared.

First of all, the code’s validation in analytical Jacobian form is provided in Figure 7, where the simulation case number 2 is compared for each mechanism with the corresponding CHEMKIN integration. It is an initial low temperature, low pressure case, where the system’s stiffness is at its peak. In the plots, the actual integration configuration considers analytical Jacobians in the sparser formulation, with degree 4 interpolation of tabulated temperature-dependent quantities, showing excellent agreement between the time integration of the species’ mass fractions, and the corresponding values arising from the CHEMKIN reference simulations.

Figure 8 shows the solver comparison, in terms of overall CPU time summed over all the 18 cases. It is seen that the present code, with VODE integration, has similar or better performance than the CHEMKIN (VODE, too) even in the simplest form (i.e., exact temperature-dependent calculations and finite-difference Jacobian form). When the analytical Jacobian formulation is chosen, a significant improvement in total CPU times is observed, ranging from about 2 times with the smallest mechanism, up to about 140 times with the huge one. The best simulation setup is always the one considering sparse, analytical Jacobian, and interpolated functions.

As for the solver choice, it appears that the VODE and RADAU5 solvers provide optimum performance when dealing with the smallest, almost dense mechanism, where the total integration times are at least about 25% less than when using any other solver. When using medium and large mechanisms, instead, LSODES, the only solver in the set which uses sparse algebra for all the internal operations, including computationally expensive matrix decompositions, always outperforms every other solver, requiring from a minimum of 41% less CPU time (LLNL n-heptane mechanism) up to reducing total time by more than two orders of magnitude (MD mechanism), although its solution procedure is more dated.25

Performance of the DASPK integrator is shown to be similar to that of the LSODE solver; moreover, the overall CPU times for the medium and large mechanisms are of the same order of the other solvers which make use of full matrix algebra.
Figure 7: Comparison between simulated time evolution of important species’ mass fractions using the three combustion mechanisms: present code using sparse, analytical Jacobian formulation vs. CHEMKIN. IVP initialization: air-fuel mixture equivalence ratio $\phi = 1.0$, initial temperature $T_0 = 750K$, initial reactor pressure $p_0 = 2.0bar$. Details of all the species molar fractions in Table 3.
As for the internal integration details, Figures 9 and 10 show the counts of overall ODE function and Jacobian matrix evaluations required by the solver to complete the integration. In detail, most differences between the cases descend from the different approach each solver has to the integration. The RADAU5 implicit solver has on one hand really wide step sizes, but its high accuracy order limits its computational efficiency as many function evaluations per step are needed. The other solvers show similar numbers of integration steps, with the VODE being the least computationally demanding in terms of Jacobian and function evaluations, thanks to variable order and approximated Newton procedure. The number of residual function and Jacobian evaluations needed by the DASPK integrator is at the upper part of the comparison with the other mechanisms. In particular, at the low- and medium-size mechanisms the integration required approximately 20% to 25% more residual function integrations, which lead to slightly greater overall CPU times.

As fas as polynomial interpolation for temperature-dependent functions is concerned, Tables 4,5,6 show that the accuracy of the interpolated functions is enough not to loosen the computational stability of the integration algorithms. The number of steps needed for the integrations, where tabulated thermodynamic properties are adopted, is almost unchanged in comparison to the corresponding cases which exploit exact analytical properties evaluation. Also, the CPU times needed at the mechanism initialization stage, for tabulating thermodynamic properties, have been measured for each of the three mechanisms tested. They added up to about 0.004 s, 0.104 s and 0.848 s for the ERC n-heptane, LLNL n-heptane and LLNL MD mechanisms, respectively; i.e., their impact in terms of CPU time has never been greater than 0.56% of the total integration time of the fastest solver configuration.

Figure 11 finally shows the CPU times needed for the evaluation of the ODE system function and of the Jacobian matrix. It appears that the computational benefit due to interpolation is dominant in the ODE function evaluation, while its impact is much lower on the evaluation of the
Figure 8: Solver performance comparison for each mechanism considered: total CPU times (s) per case. Details of the 18 initialisation cases in Table 3.
Figure 9: Solver performance comparison for each mechanism considered: number of function evaluations. Details of the 18 initialisation cases in Table 3.
Figure 10: Solver performance comparison for each mechanism considered: number of Jacobian evaluations. Details of the 18 initialisation cases in Table 3.
Figure 11: CPU time comparison for the evaluation of chemistry ODE system function and Jacobian matrix. Solid lines and filled marks indicate algebraic evaluation of temperature-dependent parameters, dash-dot lines and empty marks indicate tabulated temperature-dependent parameters.

Jacobian matrix, where also the difference in computational time between the complete and the sparser formulation is negligible. Even though the sparser formulation does not include the contribution of total mixture concentration to the derivative of the effective molecularity with respect to species, which is a $n_s \times 1$ array, the huge reduction in computational times achieved when using the sparse Jacobian formulation is mainly due to a far less expensive matrix decomposition evaluation.

This behaviour is observed also when considering how the total CPU time savings are subdivided between the three main features considered: adoption of analytical Jacobian, sparser formulation for third-body reactions, and temperature-dependent data interpolation. From the analysis shown in Figure 12, the analytical Jacobian formulation accomplishes for most of the CPU time saving at all practical mechanism sizes (i.e., $n_s < 1000$), where it can reach more than 80% of the total speedup. The sparser three-body reactions formulation becomes very effective at the very large mechanism sizes, where it can account for more than 50% the total speedup time, while its effect is negligible for small and almost dense reaction mechanisms. Finally, as seen, polynomial interpolation significantly reduces the CPU times for the evaluation of the ODE system function and of the Jacobian matrix, and thus is significant in relative terms especially for the small mech-
anism, where the solution of the linear system associated to the iterations of the implicit method is less demanding. Overall, it can account for up to about 15% of the total integration speedup. At large mechanism sizes the relative impact of tabulation becomes lower in comparison to the other approaches, because the linear system algebra is very demanding, and the related CPU time reduction is constant with the number of function and Jacobian evaluations.

**Impact of relative integration tolerance.**

The tested ODE solvers estimate the local truncation error (i.e., the difference between the exact solution and the numerical solution at time $t$) limit as $elim_i(t_n) = RTOL_i \cdot |y_i(t_{n-1})| + ATOL_i$,\textsuperscript{22,24,63,64} where $RTOL$ and $ATOL$ have been considered the same for all the unknowns (i.e., $RTOL_i = RTOL$, $ATOL_i = ATOL$). The effects of the relative tolerance input value on the accuracy of predicted temperature and species mass fractions for practical cases were investigated in detail. In particular, the 18 LLNL n-heptane mechanism IVP cases were chosen as the reference, the integration being performed using the LSODES solver. Two error cost functions were defined for both tempera-
Figure 13: Impact of relative tolerance value on the integration performance, using 18 IVP cases, LLNL n-heptane mechanism, and LSODES solver. (left) error function values and CPU times comparison; (right) integration metrics.

The results of the analysis are plotted in Figure 13. The error function values show that the solution at RTOL = 1.0e−4 provides species mass fraction accuracy of similar order as the solutions up to RTOL = 1.0e−10; the total error on temperature appears instead less affected by the tolerance threshold. Overall, only the solution at RTOL = 1.0e−2 shows deviations from the ones with stricter tolerances. For example, Figure 14 plots predicted temperature profiles for the IVP integration case of Figure 7 at different relative tolerance values.

Figure 13 also shows that the reduction of the relative tolerance monotonically increases the num-
Figure 14: Predicted temperature profiles for the IVP case of Figure 7, LLNL n-heptane mechanism, at different relative integration tolerance values.

The number of integration steps (and, similarly, of evaluations of the ODE system function), as the constraint for accepting a step on the local truncation error value becomes stricter. The corresponding increase in the number of Jacobian matrix evaluations is instead smaller. This indicates that smaller and more frequent integration steps, pursued at smaller relative tolerances, do not always make the LSODES advancement algorithm require an update to the approximate Newton iterations’ Jacobian matrix. Only in the RTOL range between $1.0e^{-04}$ and $1.0e^{-06}$, a greater number of Jacobian matrix evaluations also appears to lead to a more accurate prediction in species mass fractions.

**Comparison with other codes**

The established performance of the proposed approach was compared to other available codes. In particular, the same simulations per mechanism were run with the commercial code CHEMKIN-PRO,$^{65}$ and the open-source object-oriented package Cantera.$^{66}$ A direct performance comparison among these different programs is not possible, due to different management of IVP case input, program output, since it is not possible to access all the solver parameters. However, the same solution setup on each of the three codes were reproduced, i.e., each of the 18 IVP cases was
Table 2: Performance comparison among the present code, CHEMKIN-II, CHEMKIN-PRO, and Cantera. Overall times for 18 IVP cases.

<table>
<thead>
<tr>
<th>Code</th>
<th>ERC n-heptane</th>
<th>CPU Time [s]</th>
<th>LLNL n-heptane</th>
<th>LLNL MD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present code</td>
<td>2.6</td>
<td>52.0</td>
<td>2312.0</td>
<td></td>
</tr>
<tr>
<td>CHEMKIN-II</td>
<td>6.2</td>
<td>476.9</td>
<td>896099.</td>
<td></td>
</tr>
<tr>
<td>Cantera</td>
<td>4.5</td>
<td>405.7</td>
<td>533939.</td>
<td></td>
</tr>
<tr>
<td>CHEMKIN-PRO</td>
<td>16.0</td>
<td>46.0</td>
<td>2446.0</td>
<td></td>
</tr>
</tbody>
</table>

subdivided into 100 continuation runs, and hard-drive-intensive solution output was suppressed. All the codes were run on a Pentium IV 3 GHz desktop machine. The performance comparison results are summed up in Table 2. Apart from the small mechanism, where the performance of CHEMKIN-PRO shows some initialization overhead, the presented solution approach yields very similar CPU time performance to CHEMKIN-PRO for the two large mechanisms. No information is available on how the preconditioned Krylov subspace method capability of the DASPK solver – which appears to be used from the output of the CHEMKIN-PRO package – is implemented, and if and which preconditioner is used. It is also not possible to compare the required numbers of integration steps and of function and Jacobian evaluations per simulation. Finally, the Cantera package, that implements the C language version of the VODE solver, appears less suitable for simulations with large mechanisms, where management of the Jacobian matrix in full form leads to significantly higher CPU times than the other two codes.

**Internal combustion engine simulations.**

In order to complete the validation of the accuracy and computational efficiency of the proposed analytical Jacobian approach, the code has been coupled with the KIVA-4 code,\(^{61}\) for providing engine CFD simulations with gas-phase reaction kinetics. In the code, a chemical kinetics ODE system is evaluated in each cell of the computational grid and at each overall advancement time-step. The chemistry solver interacts with the code by directly integrating the ODE system for combustion chemistry over a time interval equal to the computational time-step defined by the
fluid flow solver. After the integration, the rates of change of species mass fractions due to chemistry are passed to the fluid flow solver, where they are introduced as part of an operator-splitting approach. The effects of turbulence are accounted for at the resolved scales by the standard RNG $k - \varepsilon$ turbulence model, in terms of transport, mixing, and energy fluxes. This approach has been shown to be accurate by Kokjohn and Reitz\textsuperscript{67} for predicting local mixture ignition and dynamics for high- and low-temperature combustion regimes, including the short-delay high-temperature ignition occurring in conventional direct injected diesel engines.

The validation of the chemistry solver coupling has been carried out considering a direct injected diesel engine, featuring turbocharged air intake and a common-rail injection system working at $p = 1600\text{bar}$ target operating pressure. The full geometrical and operating details are reported in the paper by Golovitchev et al.\textsuperscript{68} A computational grid consisting of 24780 cells at bottom dead centre has been considered, and a reference full-load, maximum engine speed operating condition has been chosen, where a single diesel fuel injection pulse is delivered into the combustion chamber 25.20 crank angle degrees before top dead centre. Figure 15 shows the case's validation using either CHEMKIN or the present code for the detailed chemistry integration, adopting the skeletal ERC n-heptane combustion mechanism.\textsuperscript{50} A high degree of accuracy in terms of both in-cylinder pressure trace and instantaneous apparent rate of heat release is observed, with no differences between the two chemistry solvers. The temperature distribution in a vertical domain cross section is shown in Figure 16, showing the computational accuracy of the present analytical Jacobian approach. The same simulation setup has also been run with the LLNL n-heptane mechanism for combustion chemistry. The overall computational times of the simulations are shown in Figure 17, where significant time savings can be noted. The overall reductions in total CPU time are from about 36\% up to about 77\% despite the fixed amount of time needed by the flow field solution with a high number of species. This shows the possibility to adopt a semi-detailed reaction mechanism in internal combustion engine simulations, which can be completed in a reasonable amount of time (i.e., approximately 60 hours, in this case), and without needing to reduce the combustion
Figure 15: Comparison between KIVA-4\textsuperscript{61} calculation of a small, DI diesel engine of current production. Chemkin\textsuperscript{62} vs. present chemistry code coupling, solver = VODE with analytical sparse Jacobian, and tabulated thermodynamic properties.

Concluding remarks

An analytical Jacobian approach for the efficient solution of general chemical kinetics initial value problems involving arbitrary reaction mechanisms for the computation of combusting mixtures has been developed. The methodology features evaluation of gas-phase mixture properties through polynomial coefficients in JANAF standard format, and the computation of reaction rate constants in various forms, including simple reactions following the modified Arrhenius kinetic law, third-body reactions, and falloff reactions following Lindemann’s and Troe’s kinetic law forms.

An exact analytical formulation for the constant-volume adiabatic reactor, including the ODE system’s Jacobian matrix, has been derived, and a further approximate form has been adopted, which significantly increases the matrix sparsity pattern. Interpolation of tabulated temperature-
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Figure 16: Comparison between predicted in-cylinder local temperature values [K] across the vertical injection axis section using KIVA-4.61 Chemkin vs. present chemistry code coupling, solver = VODE with analytical sparse Jacobian, and tabulated thermodynamic properties.
dependent quantities at fixed sampling intervals has been introduced in order to further improve the computational efficiency of the approach, while still maintaining machine-precision accuracy.

The approach has been fully validated through application to three different combustion mechanisms of diesel and biodiesel fuel surrogates. The mechanisms range from 29 species, 52 reactions to 2878 species, 8555 reactions, thus spanning current available mechanism sizes. The code was also integrated in KIVA-4 with the aim of giving internal combustion engine CFD simulations detailed chemistry capability, and applied to an operating case of interest to internal combustion engine research. Comparison of the present code for both constant-volume adiabatic reactor cases and full CFD simulations was made with the CHEMKIN package for chemical kinetics.

Overall, the following conclusions are made:

- the analytical Jacobian formulation allows computation efforts of the chemistry ODE system to be significantly reduced in comparison with the common finite difference approach. Huge savings of about two orders of magnitude are seen for large mechanisms, and about 2x speedup is observed even for the smallest, almost dense reaction mechanism;
• the possibility to exploit sparse matrix algebra for the Jacobian matrix computation enhanced the sparse LSODES solver capabilities, thus leading to significant computational savings in comparison with other more efficient ODE solvers. This points out the need to tailor the ODE solver to sparse algebra computations for maximum speed when dealing with detailed combustion chemistry;

• tabulation of relevant temperature-dependent properties with a fourth-degree polynomial function allowed high-fidelity representation of more complex functions involving computationally expensive exponentials, powers and logarithms, speeding their evaluation up by almost one order of magnitude. The interpolation accuracy was enough not to affect the stability of the integration algorithms tested;

• the most significant part of the speedup in comparison with the finite-difference Jacobian approach was due to the analytical Jacobian formulation. The impact of tabulation of temperature-dependent quantities was significant especially for the small mechanism size, where linear systems algebra was less demanding. The adoption of a sparser formulation for third-body reactions instead showed greater effects for the largest mechanism, where it accounted for more than 50% of the total CPU time reduction;

• coupling of present the chemistry code with CFD software for internal combustion engine computations enabled detailed simulations with combustion mechanisms of dimensions of the order of hundreds species to be completed reasonable time, of about one order of magnitude less than the time required by standard chemistry packages.

• analytical knowledge of the Jacobian matrix sparsity structure for arbitrary chemical kinetics problems also enables future work on to focus on the development of tailored ODE solution procedures.
Appendix

Troe formulation

Falloff reactions which follow Troe’s kinetic law feature a particular behaviour of the pressure-dependent reaction rate enhancement term as described in detail by Wagner and Wardlaw\(^{69}\) (see Equation 8). Lindemann’s factor, describing the effective molecularity impact on reaction rate enhancement, is multiplied by a further term which is function of a new broadening, “centering” factor, \(F_{\text{cent},k}\):

\[
\log_{10} F_{\text{Troe}}^{k} = \log_{10} F_{\text{cent},k} \left[ 1 + \left( \frac{\log_{10} P r_{k} + c_{k}}{n_{k} - d_{k} (\log_{10} P r_{k} + c_{k})} \right)^{2} \right]^{-1},
\]

where \(c_{k}\), \(n_{k}\) and \(d_{k}\) are defined as:

\[
c_{k} = -0.40 - 0.67 \log_{10} F_{\text{cent},k} ;
\]

\[
n_{k} = +0.75 - 1.27 \log_{10} F_{\text{cent},k} ;
\]

\[
d_{k} = +0.14 ;
\]

Troe’s centering factor is instead defined as a function of 4 more reaction-specific parameters, \(a_{k}\), \(T_{3,k}\), \(T_{2,k}\) and \(T_{1,k}\):

\[
F_{\text{cent},k} = (1 - a_{k}) \exp \left( - \frac{T}{T_{3,k}} \right) + a_{k} \exp \left( - \frac{T}{T_{1,k}} \right) + \exp \left( - \frac{T_{2,k}}{T} \right).
\]

In the whole formulation, thus, only the logarithm of the reduced pressure term has nonzero partial derivative with respect to some species’ mass fractions, while every term has temperature dependence. As far as the first dependence is concerned, it is better to express the derivative of the whole Troe correction parameter with respect to the logarithm of the reduced pressure value:
\[
\frac{\partial \log_{10} F_{Troe}^k}{\partial \log_{10} P_{r_k}} = -2n_k \log_{10} F_{cent,k} \left( \log_{10} P_{r_k} + c_k \right) \cdot \\
\left[ n_k - d_k \left( \log_{10} P_{r_k} + c_k \right) \right] \cdot \left\{ n_k^2 - 2n_k d_k \left( \log_{10} P_{r_k} + c_k \right) + \\
+ (d_k + 1) \left( \log_{10} P_{r_k} + c_k \right)^2 \right\}^{-2},
\]

and finally to express the partial derivative with respect to species mass fractions as:

\[
\frac{\partial F_{Troe}^k}{\partial Y_j} = 10^{(\log_{10} F_{Troe}^k)} \log (10) \frac{\partial \log_{10} F_{Troe}^k}{\partial Y_j}, \quad \text{(38)}
\]

\[
\frac{\partial \log_{10} F_{Troe}^k}{\partial Y_j} = \frac{\partial \log_{10} F_{Troe}^k}{\partial \log_{10} P_{r_k}} \frac{\log_{10} P_{r_k}}{\partial Y_j},
\]

\[
\frac{\partial \log_{10} P_{r_k}}{\partial Y_j} = \frac{\partial M_{eff,k}}{\partial Y_j} \left[ \log (10) M_{eff,k} \right]^{-1}.
\]

The overall partial derivative of the reaction enhancement factor with respect to species mass fraction \( Y_j \) hence yields the formulation of Eq. 17:

\[
\frac{\partial F_{PD,Troe}^k}{\partial Y_j} = \frac{\partial}{\partial Y_j} \left[ P_{cor,k} \cdot 10^{(\log_{10} F_{Troe}^k)} \right] \quad \text{(39)}
\]

\[
= 10^{(\log_{10} F_{Troe}^k)} \left[ \frac{\partial P_{cor,k}}{\partial Y_j} + P_{cor,k} \log (10) \frac{\partial \log_{10} F_{Troe}^k}{\partial Y_j} \right].
\]

For the temperature derivative of Troe’s factor logarithm \( \log_{10} F_{Troe}^k \), (see Equation 26), we have:

\[
\frac{\partial \log_{10} F_{Troe}^k}{\partial T} = \frac{\partial \log_{10} F_{Troe}^k}{\partial \log_{10} P_{r_k}} \frac{\partial \log_{10} P_{r_k}}{\partial T}, \quad \text{(40)}
\]

where the derivative with respect to the logarithm of the reduced pressure value is the same term
as already computed in Equation 38, and

$$\frac{\partial \log_{10} P_{r_k}}{\partial T} = \frac{1}{\log(10)} \left[ \frac{1}{\kappa_{f,k,\text{ref}}} \frac{\partial \kappa_{f,k,\text{ref}}}{\partial T} - \frac{1}{\kappa_{f,k,\infty}} \frac{\partial \kappa_{f,k,\infty}}{\partial T} \right]. \quad (41)$$

**Derivation of species thermodynamic properties**

The needed thermodynamic properties of the species for solving the chemical kinetics IVP, and their derivative expressions, are reported here. The JANAF 7-coefficient polynomial standard features two different coefficient sets \(\{a, b, ..., g\}\) for fitting two different temperature ranges.

Species internal energy \([Jmol^{-1}]\) and derivative (constant-volume specific heat) \([Jmol^{-1}K^{-1}]\):

$$U_i = R_{mol} \left[ (a_i - 1) T + \frac{b_i}{2} T^2 + \frac{c_i}{3} T^3 + \frac{d_i}{4} T^4 + \frac{e_i}{5} T^5 + f_i \right]; \quad (42)$$
\[
C_{v,i} = \frac{\partial U_i}{\partial T} = R_{mol} \left[ a_i - 1 + b_i T + c_i T^2 + d_i T^3 + e_i T^4 \right];
\]

constant volume specific heat’s derivative \([Jmol^{-1}K^{-2}]\):

$$\frac{\partial C_{v,i}}{\partial T} = R_{mol} \left[ b_i + 2c_i T + 3d_i T^2 + 4e_i T^3 \right]. \quad (43)$$

Standard non-dimensional Gibbs free energy \([-]\) and derivative \([K^{-1}]\):

$$g_i^0 = - \left[ a_i (\log T - 1) + \frac{b_i}{2} T + \frac{c_i}{6} T^2 + \frac{d_i}{12} T^3 + \frac{e_i}{20} T^4 - \frac{f_i}{T} + g_i \right]; \quad (44)$$
\[
\frac{\partial g_i^0}{\partial T} = - \left[ \frac{a_i}{T} + \frac{b_i}{2} + \frac{c_i}{3} T + \frac{d_i}{4} T^2 + \frac{e_i}{5} T^3 + \frac{f_i}{T^2} \right].
\]
Simulation details

Table 3 summarizes the eighteen test case initialisation for the n-heptane and methyl-decanoate combustion mechanisms. The results are tabulated in Tables 4, 5, 6, in terms of overall CPU time, and solvers’ total number of integration steps and calls to the ODE system function, to the Jacobian function, plus matrix decompositions. Data have been gathered exploiting the solvers’ optional output features, plus calls to the Fortran intrinsic `cpu_time` routine for the evaluation of elapsed times. The number of calls to the ODE system function do not include those required for building the Jacobian matrix, in case its internal generation by finite differences is selected.
Table 3: Details of the IVP initialisation for the 18 integration cases considered using each combustion mechanism. ‘Fuel’ species is intended to be n-heptane ($C_7H_{16}$) for the ERC and LLNL n-heptane mechanisms,$^{50,51}$ and methyl-decanoate ($MD$) for the LLNL biodiesel mechanism.$^4$ Mole fractions of any other species have been initialised at $1.0E − 20$.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Case</th>
<th>Temp. $T_0$ [K]</th>
<th>Press. $p_0$ [bar]</th>
<th>Mixture $\lambda$ [-]</th>
<th>Mole fractions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$C_7H_{16}$</td>
</tr>
<tr>
<td>1</td>
<td>750</td>
<td>2.0</td>
<td>0.5</td>
<td>0.1538</td>
<td>0.1777</td>
</tr>
<tr>
<td>2</td>
<td>750</td>
<td>2.0</td>
<td>1.0</td>
<td>0.0833</td>
<td>0.1925</td>
</tr>
<tr>
<td>3</td>
<td>750</td>
<td>2.0</td>
<td>2.0</td>
<td>0.0435</td>
<td>0.2009</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>2.0</td>
<td>0.5</td>
<td>0.1538</td>
<td>0.1777</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>2.0</td>
<td>1.0</td>
<td>0.0833</td>
<td>0.1925</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>2.0</td>
<td>2.0</td>
<td>0.0435</td>
<td>0.2009</td>
</tr>
<tr>
<td>7</td>
<td>1500</td>
<td>2.0</td>
<td>0.5</td>
<td>0.1538</td>
<td>0.1777</td>
</tr>
<tr>
<td>8</td>
<td>1500</td>
<td>2.0</td>
<td>1.0</td>
<td>0.0833</td>
<td>0.1925</td>
</tr>
<tr>
<td>9</td>
<td>1500</td>
<td>2.0</td>
<td>2.0</td>
<td>0.0435</td>
<td>0.2009</td>
</tr>
<tr>
<td>10</td>
<td>750</td>
<td>20.0</td>
<td>0.5</td>
<td>0.1538</td>
<td>0.1777</td>
</tr>
<tr>
<td>11</td>
<td>750</td>
<td>20.0</td>
<td>1.0</td>
<td>0.0833</td>
<td>0.1925</td>
</tr>
<tr>
<td>12</td>
<td>750</td>
<td>20.0</td>
<td>2.0</td>
<td>0.0435</td>
<td>0.2009</td>
</tr>
<tr>
<td>13</td>
<td>1000</td>
<td>20.0</td>
<td>0.5</td>
<td>0.1538</td>
<td>0.1777</td>
</tr>
<tr>
<td>14</td>
<td>1000</td>
<td>20.0</td>
<td>1.0</td>
<td>0.0833</td>
<td>0.1925</td>
</tr>
<tr>
<td>15</td>
<td>1000</td>
<td>20.0</td>
<td>2.0</td>
<td>0.0435</td>
<td>0.2009</td>
</tr>
<tr>
<td>16</td>
<td>1500</td>
<td>20.0</td>
<td>0.5</td>
<td>0.1538</td>
<td>0.1777</td>
</tr>
<tr>
<td>17</td>
<td>1500</td>
<td>20.0</td>
<td>1.0</td>
<td>0.0833</td>
<td>0.1925</td>
</tr>
<tr>
<td>18</td>
<td>1500</td>
<td>20.0</td>
<td>2.0</td>
<td>0.0435</td>
<td>0.2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$MD$</td>
</tr>
<tr>
<td>1</td>
<td>750</td>
<td>2.0</td>
<td>0.7</td>
<td>0.0844</td>
<td>0.1923</td>
</tr>
<tr>
<td>2</td>
<td>750</td>
<td>2.0</td>
<td>1.0</td>
<td>0.0606</td>
<td>0.1973</td>
</tr>
<tr>
<td>3</td>
<td>750</td>
<td>2.0</td>
<td>2.0</td>
<td>0.0313</td>
<td>0.2034</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>2.0</td>
<td>0.7</td>
<td>0.0844</td>
<td>0.1923</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>2.0</td>
<td>1.0</td>
<td>0.0606</td>
<td>0.1973</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>2.0</td>
<td>2.0</td>
<td>0.0313</td>
<td>0.2034</td>
</tr>
<tr>
<td>7</td>
<td>1500</td>
<td>2.0</td>
<td>0.7</td>
<td>0.0844</td>
<td>0.1923</td>
</tr>
<tr>
<td>8</td>
<td>1500</td>
<td>2.0</td>
<td>1.0</td>
<td>0.0606</td>
<td>0.1973</td>
</tr>
<tr>
<td>9</td>
<td>1500</td>
<td>2.0</td>
<td>2.0</td>
<td>0.0313</td>
<td>0.2034</td>
</tr>
<tr>
<td>10</td>
<td>750</td>
<td>20.0</td>
<td>0.7</td>
<td>0.0844</td>
<td>0.1923</td>
</tr>
<tr>
<td>11</td>
<td>750</td>
<td>20.0</td>
<td>1.0</td>
<td>0.0606</td>
<td>0.1973</td>
</tr>
<tr>
<td>12</td>
<td>750</td>
<td>20.0</td>
<td>2.0</td>
<td>0.0313</td>
<td>0.2034</td>
</tr>
<tr>
<td>13</td>
<td>1000</td>
<td>20.0</td>
<td>0.7</td>
<td>0.0844</td>
<td>0.1923</td>
</tr>
<tr>
<td>14</td>
<td>1000</td>
<td>20.0</td>
<td>1.0</td>
<td>0.0606</td>
<td>0.1973</td>
</tr>
<tr>
<td>15</td>
<td>1000</td>
<td>20.0</td>
<td>2.0</td>
<td>0.0313</td>
<td>0.2034</td>
</tr>
<tr>
<td>16</td>
<td>1500</td>
<td>20.0</td>
<td>0.7</td>
<td>0.0844</td>
<td>0.1923</td>
</tr>
<tr>
<td>17</td>
<td>1500</td>
<td>20.0</td>
<td>1.0</td>
<td>0.0606</td>
<td>0.1973</td>
</tr>
<tr>
<td>18</td>
<td>1500</td>
<td>20.0</td>
<td>2.0</td>
<td>0.0313</td>
<td>0.2034</td>
</tr>
<tr>
<td>Solver</td>
<td>Formulation</td>
<td>CPU</td>
<td>Number of:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>-----</td>
<td>-------------</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td></td>
<td>analyt.</td>
<td>time</td>
<td>funct.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jac. sparse</td>
<td>(s)</td>
<td>Jac. matrix</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>third-b. tab.</td>
<td>steps</td>
<td>evals.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>evals.</td>
<td>fact.</td>
<td></td>
</tr>
<tr>
<td>CHEMKIN</td>
<td>-</td>
<td>-</td>
<td>1.48</td>
<td>26009</td>
<td>39752</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>4.26</td>
<td>25358</td>
<td>40193</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>1.37</td>
<td>25157</td>
<td>39956</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>1.33</td>
<td>24916</td>
<td>39674</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>-</td>
<td>1.10</td>
<td>25451</td>
<td>40268</td>
</tr>
<tr>
<td>LSODE</td>
<td>-</td>
<td>-</td>
<td>3.15</td>
<td>25608</td>
<td>42038</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>1.28</td>
<td>25751</td>
<td>42261</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>1.23</td>
<td>25796</td>
<td>42207</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>-</td>
<td>0.96</td>
<td>26041</td>
<td>42642</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>1.99</td>
<td>5290</td>
<td>36828</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>-</td>
<td>0.97</td>
<td>4713</td>
<td>39122</td>
</tr>
<tr>
<td>RADAU5</td>
<td>*</td>
<td>*</td>
<td>0.96</td>
<td>4723</td>
<td>39378</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>0.75</td>
<td>4721</td>
<td>39367</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>-</td>
<td>0.74</td>
<td>4714</td>
<td>39128</td>
</tr>
<tr>
<td>VODE</td>
<td>*</td>
<td>*</td>
<td>0.95</td>
<td>25926</td>
<td>39793</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>-</td>
<td>0.95</td>
<td>25744</td>
<td>39487</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>0.72</td>
<td>25884</td>
<td>39663</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>-</td>
<td>0.73</td>
<td>25969</td>
<td>39908</td>
</tr>
<tr>
<td>DASPK</td>
<td>-</td>
<td>-</td>
<td>5.99</td>
<td>32473</td>
<td>50402</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>-</td>
<td>2.13</td>
<td>32501</td>
<td>50490</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>2.03</td>
<td>32796</td>
<td>50918</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>*</td>
<td>1.68</td>
<td>32813</td>
<td>51016</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>-</td>
<td>1.77</td>
<td>32614</td>
<td>50648</td>
</tr>
</tbody>
</table>
Table 5: LLNL n-heptane

<table>
<thead>
<tr>
<th>Solver</th>
<th>Formulation</th>
<th>CPU time (s)</th>
<th>Number of:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>analytic</td>
<td>119.2</td>
<td>30698</td>
<td>45925</td>
</tr>
<tr>
<td></td>
<td>sparse Jac.</td>
<td>269.9</td>
<td>30874</td>
<td>48051</td>
</tr>
<tr>
<td></td>
<td>third-b. tab.</td>
<td>47.6</td>
<td>30825</td>
<td>48094</td>
</tr>
<tr>
<td></td>
<td></td>
<td>46.5</td>
<td>30848</td>
<td>48148</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44.4</td>
<td>30801</td>
<td>47987</td>
</tr>
<tr>
<td></td>
<td></td>
<td>49.8</td>
<td>31022</td>
<td>48395</td>
</tr>
<tr>
<td></td>
<td></td>
<td>168.8</td>
<td>31310</td>
<td>50392</td>
</tr>
<tr>
<td></td>
<td></td>
<td>43.1</td>
<td>31665</td>
<td>50847</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21.4</td>
<td>31648</td>
<td>50876</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18.7</td>
<td>31602</td>
<td>50881</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40.5</td>
<td>31457</td>
<td>50688</td>
</tr>
<tr>
<td></td>
<td></td>
<td>109.5</td>
<td>5538</td>
<td>40694</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40.9</td>
<td>5273</td>
<td>44926</td>
</tr>
<tr>
<td>LSODE</td>
<td></td>
<td>39.8</td>
<td>5268</td>
<td>44379</td>
</tr>
<tr>
<td></td>
<td></td>
<td>37.3</td>
<td>5268</td>
<td>44392</td>
</tr>
<tr>
<td></td>
<td></td>
<td>38.1</td>
<td>5271</td>
<td>44339</td>
</tr>
<tr>
<td>LSODES</td>
<td></td>
<td>109.5</td>
<td>3538</td>
<td>4629</td>
</tr>
<tr>
<td></td>
<td></td>
<td>72.4</td>
<td>30413</td>
<td>45629</td>
</tr>
<tr>
<td></td>
<td></td>
<td>37.9</td>
<td>30415</td>
<td>45507</td>
</tr>
<tr>
<td>RADAU5</td>
<td></td>
<td>36.9</td>
<td>30713</td>
<td>45770</td>
</tr>
<tr>
<td></td>
<td></td>
<td>35.0</td>
<td>30580</td>
<td>45685</td>
</tr>
<tr>
<td></td>
<td></td>
<td>35.8</td>
<td>30473</td>
<td>45723</td>
</tr>
<tr>
<td>VODE</td>
<td></td>
<td>344.7</td>
<td>36245</td>
<td>57528</td>
</tr>
<tr>
<td></td>
<td></td>
<td>76.5</td>
<td>36539</td>
<td>57922</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66.1</td>
<td>36578</td>
<td>58247</td>
</tr>
<tr>
<td></td>
<td></td>
<td>63.9</td>
<td>36330</td>
<td>57673</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71.4</td>
<td>36575</td>
<td>58059</td>
</tr>
<tr>
<td>DASPK</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solver</td>
<td>Formulation</td>
<td>CPU</td>
<td>Number of:</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>-------</td>
<td>------------</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Formulation</td>
<td>CPU</td>
<td>Number of:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHEMKIN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSODE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VODE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DASPK</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: LLNL methyl-decanoate
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